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• https://www.microsoft.com/en-us/research/publication/rag-vs-fine-tuning-pipelines-tradeoffs-and-a-case-study-on-agriculture/
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Use-case 2 
Building the Accounting LLM
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Accounting filter

• Deployed an accounting LLM -> Deployed an llm-gateway service 



Accounting filter
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For the accounting filter - about 3x 

faster and more predictable response 

times





https://academy.test.io/en/articles/9353170-llm-testing-prompt-injection
https://github.com/utkusen/promptmap
https://huggingface.co/meta-llama/Prompt-Guard-86M
https://huggingface.co/meta-llama/Prompt-Guard-86M






Business email generation







Use-case 2 
Building Product LLMs



REST API (WIP)

Designed to augment the execution 

plan approach within Copilot

Train an LLM to

• Identify endpoints

• Identify their parameters





Endpoint detection - Metrics

• We needed an LLM specific to endpoint 
detection

• Data curated from product docs and expert 
knowledge – 400 training data points

• Correctly identifies the endpoints for 90% 
of a set of 160 questions
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https://www.notion.so/sage-ai-labs/Accounting-LLMs-c2c709b01fc3455fb0d9cbd095ff3212
https://www.notion.so/sage-ai-labs/A-quick-recap-1179f12ac8c9440284e308f27b13489f
https://medium.com/sage-ai
https://www.awsdmvusersgroup.org/community-day/agenda/
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Hallucinations =  f(prompt token length, conceptual complexity, how well we captured that 

conceptual complexity with our training data, model type, model size, prevalence of preexisting 
knowledge within the LLM that is similar)

How long does it take for me to get my money?

paymentDate: The date when this payment was received. 

postDate: The date when a payment was posted to a ledger.

companyId: The identifier of the company that issued the invoice. 

customerId: The identifier of the customer who must pay invoice.



total_num_users = 2000
frac_users_active_per_hr = 0.03
num_questions_per_session = 3
llm_calls_per_question = 3

num_llm_calls_per_hr = total_num_users * frac_users_active_per_hr * 
num_questions_per_session * llm_calls_per_question

num_llm_calls_per_hr = 540 must pay invoice.
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• Enable accounting experts with an easy path to provide feedback
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